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ABSTRACT
Breast cancer considered as the first or second cause of death of women each year. There are many risk factors give an indication for the possibility of future cancer development. Therefore, a predictive system depends on risk factors will help in early detection of this disease. Here we used an ID3, by WEKA software, J48 algorithm to build a predictive system of a classifier tree to classify the dataset groups of risk factors according to its priority and gives a future likelihood to develop cancer, the results show that the family history is the most affecting factor in addition to other factors
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I. INTRODUCTION

For the last several decades breast Cancer was one of the dominant cause of death of women around the world and the first cause in some developing countries [1]. Many risk factors increase the possibility to have breast cancer such as age, gender, no of births and age of first birth. Despite the fact that cancer is not an inherited disease, last studies show that a mutation (loss of genetic function based on a certain change in genetic code) in a particular genes called BRCA1 and BRCA2 will increase the possibility to have breast cancer. These mutations may inherited from parents, sisters (first-degree relatives), although genetic mutation not necessarily leads to have breast cancer but it is an important risk factor especially when it related to other risk factor, the family history [2]. So that this genetic factor can be used to give information about the ability of the woman to develop breast cancer in the future. Predictive system translates the available factors and signs to a clear vision about the readiness of this woman to develop cancer in the future [3].

Id3 tree classifier algorithm will use to classify a several breast cancer risk factors according to their priority to develop cancer, and to see the effect of genetic mutations of BRCA1, BRCA2, and family history. This tree classification based on data sets of probability tables constructed according to several studies that gives an accurate percentages of how the risk factors are effective[7].

II. RELATED WORK

S. Syed shajahaan [4] explored the applicability of decision trees to predict the presence of breast cancer; he also analyzed the performance of conventional supervised learning algorithms visa random tree, ID3, CART and C4, 5. He proved that random trees servs to be the best one with high accuracy.

Shweta Kharya [5] summarizes various reviews and technical articles on breast cancer diagnosis and prognosis. Abdelghani Bellaachia [6] presented an analysis of the prediction of survivability of breast cancer patients using data mining techniques. He investigated three techniques naive Bayes, the Back propagation neural network and 4.5decision tree algorithm, they found that c4.5 algorithm has much better performance than the two other techniques

Three groups of data set used; the first data set group contains age, BRCA1, BRCA2 and family history each risk factor will give a percentage the whole percentage will be the average of all these factors. The second data set group contains in addition to the risk factors in-group 1 the no of births for woman before age 30 that will decrease the probability percentage.

An Id3 classifier tree algorithm used to classify the risk factors and determine which factor is more effective than others are and to see the effect of genetic mutation with family history to develop breast cancer.

ID3

Is an algorithm used to classify data so that a group of data set enters to the algorithm and the output is a base classifier through which new dataset group that have not used before will be classified. this classifier is a tree structure so called decision tree and can be converted into a set of rules called the rules so also the name of decision rules[7]
A decision tree will be build based on the best choice Attribute property. This property should classify the Training set so that the depth of the tree will be less and as the classification of the data is correct at the same time [8].

It is used because it is easy to understand and implement. It simply deals with data as (if, else) condition. This classification tree composed of nodes with single input and a root node with no input these nodes are called leaves, and there is another type of nodes that have only output is called decision nodes, the algorithm used by this classification tree is Id3.

The dataset table 1 includes factors of age, family history and no of births will entered to the classifier system the result tree shown in fig (1).

WEKA is a java machine learning software; it provides choices of many algorithms and tools to analyze data and predictive systems [8].

III. MATERIALS AND METHODS

The software used for classification of risk factors is WEKA GUI chooser software, J48 algorithm.

Dataset 1 group was loaded as shown in fig (1)(a and b) including many attributes (the risk factors) such as age, family history, BRCA1, BRCA2, and no of births after 30 years. This data used for training process of the classification, that the output classification tree shown in fig (2).
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The software page of choosing dataset

![Fig (1_b)](image2)

Weka software page downloading the dataset and classifier
The figure shows that the first layer attribute is the family history, which means that it has priority to other factors such as age and the number of births. The values related to the F.H represents the ability of woman to develop cancer as a percentage while the value in the nodes represents the range of future possibility to develop cancer. Thus, F.H gives either a direct rule output (gives a prediction without the need to other factors) for example if the family history is 24 the range is (30_39) percentage, or a second rule output (the output is the combination of two factors). As an example if family history 16 and the age is, (30_30) percentage the future range is (11_19) percentage the graphical representation of the dataset shown in fig (4) with the indication of each color.

By using the second dataset group in the same algorithm this data set group2 includes the same factors in dataset 1 take in mind that the age factor in this group the age above55 year so that a different classifier tree had been produced as shown in fig(4)
We can see from the tree above that the decision-making process may differ from earlier classifier tree shown in fig(2). When it was taking the experimental samples of age above the 55 so that the classification process depends on family History as a first layer attributes, and took into account other characteristics such as age and no of births, as a second rule attributes and also the BRCA1 in stages Category at other levels (stage classification in the second level has been relying on the age and in the third level of some of the cases have been relying on the number of births and then was relying on BRCA1)

For example if F.H is 45, age 35 then the predictive 30
If F.H is 0, age 45, no of births 2, and BRCA1 is 4 then the predictive range 4.1

The graphical representation of dataset2 shown in fig (5)
The classification of a two data set groups is done, now we are going to test the efficiency of this predictive system by applying incomplete data that only one or two attributes such as age (40_45) and PRDCA1 is 15 only this data enter to the system and the output classification tree is shown in fig(6). The id3 algorithm will classify the attributes in an intelligent method predict the future range of cancer development according to the available information.

![Fig (6) accuracy test of predictive system](image)

**IV. CONCLUSION**

From the ID3 predictive system and the two datasets we conclude that the family history is the most affecting risk factor (attribute) that helps in a future prediction probability to develop breast cancer, this is obvious from tree classification and this system is efficient to predict future cancer development
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