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ABSTRACT

This paper presents a new multi-document summarization system using manifold ranking and mutual reinforcement approach. Manifold-ranking has been recently subjugated for query-based summarization. It propagates the relevance from query to the document sentences by making use of both the relationships among the sentences and the relationships between the given query and the sentences. Set of document covers a number of topic themes. In this a model is proposed to enhance manifold-ranking based relevance propagation via mutual reinforcement between sentences and clusters. The proposed model uses two new sentence ranking algorithms, namely the reinforcement after relevance propagation algorithm and the reinforcement during relevance propagation algorithm.
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1. INTRODUCTION

Multi-document summarization produces a summary of collection of related documents. Researchers mainly focus on extracting and presenting the most important content from documents. However in recent, with the rapid growth of the Internet, the massive amounts of information make it more difficult to efficiently access the usable information. Thus, the ability to automatically compress the information covering multiple documents and present the summary to the users would help to solve this problem. Query-based multi-document summarization aims to create a summary from document set which answers the need for information articulated in given query. As compared with generic multi-document summarization, the challenge for query-based multi-document summarization is that a query focused summary is not only expected to give important information contained in the document set but also is expected to guarantee that the information is related to the given topic. Therefore, we need effective method to take into account this query-based technique during summarization process. The main objective of this paper is to produce an effective summary relevant to the user’s query from the given set of the documents.

A huge amount of on-line information is available on the web, and is still growing. While search engines were developed to deal with this huge volume of documents, even they output a large number of documents for a given user's query. Under these circumstances it became very difficult for the user to find the document he actually needs, because most of the users are reluctant to make the cumbersome effort of going through each of these documents. Therefore systems that can automatically summarize one or more documents are becoming increasingly desirable. With the rapid growing popularity of the Internet and a variety of information services, obtaining the desired information within a short amount of time becomes a serious problem in the information age. Automatic document summarization, i.e. a process of reducing the size of documents while preserving their important semantic content, is an essential technology to overcome this obstacle.

The rest of the paper organized as follows. Section 2 briefly describes related work. Section 3 introduces the proposed system. Section 4 concludes the paper.

2. RELATED WORK

A. Extraction- based Document summarization methods

Ranks sentences according to various criteria and selects the top-ranked sentences from the original documents to form the summaries. Extraction-based summarization falls into two basic categories:

- **Generic summarization**: Extract a summary about the general ideas (or topics) in the documents
- **Query-focused summarization**: extracts the most important information conveyed in the documents but also guarantees that the extracted information is biased towards the given query.

B. Manifold Ranking Approach:

The manifold-ranking [1] based summarization approach consists of two steps:

1. The manifold-ranking score is computed for each sentence in the manifold-ranking process where the score denotes the biased information richness of a sentence;
2. Based on the manifold-ranking scores, the diversity penalty is imposed on each sentence and the overall ranking score of each sentence is obtained to reflect both the biased information richness and the information novelty of the sentence.

The sentences with high overall ranking scores are chosen for the summary. The manifold-ranking method is a universal ranking algorithm and it is initially used to rank
data points along their underlying manifold structure. The prior assumption of manifold-ranking is: (1) nearby points are likely to have the same ranking scores; (2) points on the same structure (typically referred to as a cluster or a manifold) are likely to have the same ranking scores. An intuitive description of manifold-ranking [10] is as follows:

1. Manifold-ranking based summarization approach constructs a weighted graph that explicitly represents both query and sentences as vertices.
2. The pre-specified positive ranking score of query is then propagated to nearby vertices via the graph iteratively until a global stable state is achieved.
3. At the end, all the sentences are ranked according to their final scores, with a larger score indicating a higher chance to be extracted.
4. However, this approach performed relevance propagation among the sentences. The information beyond the sentence level is totally ignored. Actually, in a given document set, there usually exist a number of themes (or topics) with each theme represented by a cluster of highly related sentences.
5. The theme clusters are of different size and especially different importance to assist the users in understanding the content in the whole document set. So the cluster level information is supposed to have great influence on sentence ranking.
6. Based on the above analysis, we argue that the ranking score of a sentence depends not only on its relevance to the given query, but also on the relevance of its belonging cluster to the query. We apply mutual reinforcement principle to query-focused sentence and theme cluster ranking.

C. Mutual Reinforcement principle:

Zha proposed a mutual reinforcement principle that was capable of extracting significant sentences and key phrases at the same time [13]. In his work, a weighted bipartite document graph was constructed by linking together the sentences in a document and the terms appearing in those sentences. We apply mutual reinforcement principle to query-based sentence and theme cluster ranking i.e.,

“A sentence should be ranked higher if it is contained in the theme cluster which is more relevant to the given query while a theme cluster should be ranked higher if it contains many sentences which are more relevant to the given query.”

3. THE PROPOSED SYSTEMS

This paper proposes a new approach for multi-document summarization using manifold ranking and mutual reinforcement principle. Our summarization system is designed with extractive framework. Summarization system is divided into four phases: Pre-processing, cluster Identification, sentence ranking, and summarization. The overall process is shown in Figure 1.

Figure 1: Summarization System.

A. Pre-processing:
Pre-processing of multiple documents plays important role for improving the accuracy. In this we performed parsing of the documents related to the given query by user. After parsing document-query relationship matrix is constructed. Different weighting scheme can be used at this stage.

B. Cluster Identification:
Cluster identification groups the sentences in the documents into a number of theme clusters. Affinity propogation algorithm is used for cluster identification.

- Affinity Propogation algorithm:
Affinity Propagation (AP) [6] is different from k-means clustering algorithms in that it does not have to predefine the cluster number. It is a graph based. The algorithm takes each sentence as a vertex in a graph and considers all the vertices as potential exemplars. Then it recursively transmits the real valued messages along edges of the graph until a good set of exemplars and corresponding clusters emerges.
  - Take data point as a node.
  - Consider all data points as potential cluster centers .
  - Start the clustering with similarity between pair of data points.
  - Exchange messages between data points until good cluster centers are found.

The all limitations of k-means clustering algorithm is overcome by affinity propogation algorithm. Thus it is better for cluster identification.

C. Sentence Ranking:
Sentence ranking algorithm is a vital component in the extractive summarization system. The proposed model consists of both internal relevance propogation and external mutual reinforcement. As for internal relevance propagation, the manifold-ranking based algorithm is applied to either the set of sentences or the set of clusters, i.e., we construct a weighted network for each set, where the vertices represent the query and the sentences (or the clusters). Initially, a positive rank score is assigned to the query point and zeros to the remaining sentence (or cluster) points. All the points then spread their ranking scores to their nearby neighbors via the weighted network. As for external mutual reinforcement, the ranking scores of one set are refined by the ranking scores of the other set via their formulated links. The above two processes can be carried out sequentially or in combination until a global stable state is achieved, in which all the sentence points obtain their final ranking scores. On this basis, Xiaoyan Cai and Wenjie Li develop two corresponding ranking algorithms [1]. The first one is called the Reinforcement After Relevance Propagation (RARP) algorithm. It
performs the internal relevance propagation in the sentence set and the cluster set separately until the stable states of both are reached. The obtained sentence and cluster ranking scores are then updated via external mutual reinforcement until all the scores are converged. The second algorithm is called the Reinforcement During Relevance Propagation (RDRP) algorithm, which alternatively performs one round of internal relevance propagation in the sentence set (or the cluster set), and one round of external mutual reinforcement to update the current ranking scores of the cluster set (or the sentence set). The whole process is iterated until an overall global stable state is reached.

D. Summarization

Summarization phase consist of sentence extraction and redundancy control. In multi-document summarization there are large numbers of documents to be summarized. This makes information redundancy problem. At the beginning, we choose the first sentence from the ranking list into the summary. Then we examine the next one and compare it with the sentence(s) already included in the summary. Only the sentence that is not too similar to any sentence in the summary (i.e., the cosine similarity between them is lower than a threshold) is selected into the summary. This process is repeated until the length of the sentences in the summary reaches the length limitation.

4. CONCLUSION AND FUTURE SCOPE

This paper presents a new multi-document summarization system using manifold ranking and mutual reinforcement principle. In this study, graph based affinity propagation clustering algorithm is used for cluster identification which gives better results than k-means clustering algorithm. In future we will other effective machine learning technique for more accurate results.
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